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Abstract 
 

Introduction: Since human health is the issue of Medical Research, correct prediction of 
results is of a high importance. This study applies probabilistic neural network (PNN) for 
predicting coronary artery disease (CAD), because the PNN is stronger than other 
methods. 

Methods: In this descriptive-analytic study, The PNN method was implemented on 150 
patients admitted to the Mazandaran Heart Center, sari. For designing the network, 80% 
of the data were used for stage of network training, and the remained 20% were used for 
stage of network testing. In order to implement the network, facilities and functions 
existing in MATLAB 7.12.0 were used and simulation was conducted in a PC with 
configurations of corei5 CPU, 2GHz processor, 4GB ram, under operating system of 
Windows 7. 

Results: After 5 times simulation and comparison of the models produced, sensitivity and 
specificity rates obtained were 1 and 1. In the end, model correctly categorized some 
healthy subjects who did not need angiography and the treatment related to coronary 
artery disease. 

Conclusion: Due to the high specificity index, this model prevents side effects of 
angiography in patients who don't need such treatments. Moreover, due to high 
sensitivity, it can diagnose the patients who really need such diagnostic measures. 
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Introduction: 

The most common heart disease is the coronary 
artery disease that according to report of the 
American Heart Association is considered in the list 
of top ten factors of death in the world (1). The best 
method for diagnosing this disease is to use 
angiography (2). However, in this paper, 

probabilistic neural network has been used to 
diagnose this disease. 

Decision support systems which have helped the 
human being with solving problems and 
complicated decision-makings, have recently been 
highly noticed by many of the researchers for 
diagnosing diseases. These systems by using data 
analysis techniques can discover patterns in medical 
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data and improve decision-making process and 
consequently influence the costs and increase 
quality of health care (3). There are various 
techniques for data analysis that as the most 
common techniques we can mention decision-
making tree, Bayes classifier, neural networks, 
support vector machine, association regulations, 
law-based classification, k-nearest neighbor 
algorithm, rough sets, clustering algorithms, and 
genetic algorithm (4). 

Investigation and study of various references 
indicate that artificial neural networks have been 
widely applied in diagnosis of diseases. Of the 
advantages of using artificial neural networks is that 
factors such as fatigue, weariness, and emotional 
situations have no effect on them.               

According to reference (5), in some of the 
studies, results of using modern methods such as 
neural networks have been observed on classic 
methods such as regression.  

Probabilistic neural networks classify patterns 
based on Bayesian strategy and non-parametric 
estimators of probability density functions and are 
of those kinds of methods that act based on 
statistical patterns existing in the data. This type of 
networks use single-pass learning algorithms of 
data, meaning that the network is only trained in a 
single course and there is no need for frequent 
training courses. This is considered as one of the 
advantages of probabilistic neural network, since 
the methods which use mental approaches for 
achieving patterns existing in the data, usually 
require establishment of a large number of small 
changes in network parameters to gradually correct 
its range, and it means that learning term is very 
long (6). 

When an input vector is applied on the network, 
the first layer calculates distance between input 
vector from learning inputs, and hence, provides a 
vector order which are determining elements of the 
distance extent between input and learning input. 
The second layer, using output of the first layer, 
produces a vector of probabilities as output of the 
network. Finally, the competitive transfer function 
existing in the second layer, selects the maximum 
probability extent from vector of probabilities and 
corresponding to that probability and other 
probabilities, produces output 1 and 0, respectively.  

As mentioned in (5), artificial neural network 
has been used in solving problems related to clinical 
diagnosis, analysis of medical pictures, survival 
prediction, and also has been used in a wide range 
of medical fields such as oncology, cardiography, 
hematology, special cares, diagnosis based on 
medical pictures, infertility, and surgery (6-16). 

Particularly, wide research have been conducted 
in field of coronary artery disease by using artificial 
neural network that in this part we mentioned a 
number of them as examples. 

In an article with title of "Application of 
artificial neural network in determination of 
important predictors of intra-hospital death after 
coronary artery bypass surgery and comparing it 
with logistic regression model", an artificial neural 
network with 19 neurons in the input layer, 4 
neurons in the latent layer, and 2 neurons in the 
output layer by using back propagation error 
algorithm and Sigmoid transfer function was used 
(17). 

In another article, artificial neural network has 
been compared with other statistical methods such 
as logistic regression for predicting coronary artery 
disease that in this comparison, ROC (Receiver 
Operating Characteristic) curve was used. 

In another study, artificial neural network has 
been used for diagnosis of difference between artery 
disease and obstructive pulmonary disease which 
have similar syndromes among 266 patients in one 
of the hospitals in Tehran. And multilayer 
perceptron artificial neural networks and radian 
basis networks have been used for diagnosis (18).  

In the present paper, probabilistic artificial 
neural network has been used to classify people into 
two classes of healthy and patient. Implementation 
of this paper is important since it prevents from 
probable side effects and damages of angiography 
and treatments related to coronary arteries of heart 
for patients who don’t need it. Also costs of 
diagnosis test for such people is reduced. 
 

Methods: 

In this descriptive-analytic study which predicts 
coronary artery situation of heart based on input 
variables. Statistical population includes people who 
have undergone angiography treatment in 2010 in 
heart center of Mazandaran. Results obtained from 
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surveying of the population with 150 samples which 
have been randomly selected and the questionnaire 
including demographic information, disease 
information, diagnosis tests, and angiography result 
existing in the file completed for them were used. 

For implementing this network, MATLAB 
7.12.0 software was used and by using cross 
validation method the data were divided into five 
classes and in each stage, 80% of the data were 
used for network training stage, and the remained 
20% were used for network test stage. 14 clinical 
variables have been used as network input that for 
this reason a matrix with 14 rows (clinical 
variables) and 120 columns, for training stage, and 
another matrix with 2 rows (normal status=0, 
patient=1) and 120 columns have been used as the 
target matrix in the training stage. 

Input variables are normalized and then applied 
as input on the probabilistic neural network. In 
normalization method, variable numbers shall be 
placed between 0 and 1 so that can be applied to 
probabilistic neural network. This method of data 
normalization and classifying them in two different 
classes has increased accuracy of this network 
compared to other networks implemented in this 
regard and was followed by reduction in learning 
time in the learning period of neural network. 
Therefore, any target vector has two elements that 
one of them is zero and the other is one. When 
input vector applies to the network, its distance 
from all learning vectors is determined and it is 
determined that the input is nearer to which one of 
the learning vectors. 

It should be noted that input vector can be 
applied to the network directly and without need for 
normalization, and by using existing functions, the 
matrix can be converted into a matrix consisted of 
only 1 and 0. Implementation of this method for the 
neural network designed in this paper indicated that 
the network has error either in test stage or in 
learning stage, hence this method was not used. 

In this paper, for conducting primary 
comparison between the two groups that their 
angiography result was reported as normal and the 
group that at least one of their vessels was blocked 
more than 50%, t-test and chi-square test were used 
similar to reference (5).    

 
 

Results: 

Table 1 indicates characteristics of descriptive 
statistics related to quantitative and qualitative 
variables for three states including "all subjects", 
"normal subjects", and "patient subjects".  

 
Provision of Samples 
At first, based on previous studies and expert 

opinion of cardiovascular specialist, the variables 
used were determined and from the results obtained 
from statistics of the 150-subject sample of these 
variables were used. For establishing a general 
view of variables, descriptive-analytic statistics 
related to qualitative quantitative variables were 
used. Table 1 includes mean value and standard 
deviation of quantitative variables such as age, 
creatinine, and ejection fraction which have had 
significant difference between the two healthy and 
patient groups, and body mass index, cholesterol, 
and tri-glyceride didn’t have much difference. The 
reason of lack of difference of cholesterol in the two 
groups was due to lack of existence of HDL (High 
Density Lipoprotein) and LDL (Low Density 
Lipoprotein).  

Information related to qualitative variables 
indicate that except cigarette and disease records, 
other variables such as sex, high blood pressure, 
diabetes, heart attach experience, exercise test 
result, and echocardiography result have had 
significant relationship with angiography. On the 
whole, 44 subjects had normal angiography result 
and 106 subjects had abnormal angiography results 
(36 subjects had one stenotic artery, 26 subjects had 
two stenotic arteries, and 44 subjects had three 
stenotic arteries). 

 
Stage of Training Neural Networks 
In this stage, 80% of the data (120 subjects) 

were used for training artificial neural network. In 
its selection method, the data were divided into five 
classes each with 30 subjects for testing the network 
and each time one of these classes was used for 
testing and the rest of them were used in training 
stage. For implementing probabilistic neural 
network in MATLAB software, an input matrix 
with 14 rows (variables of table 1) and 120 
columns, and another matrix with 2 rows (subject 
with normal status=0, subject suffering from 
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coronary artery disease=1) and 120 columns was 
used as target matrix. 

Due to using probabilistic neural networks, only 
one course of training was used for the network, 

that as mentioned before, this is considered as the 
main advantages of probabilistic neural networks 
compared to other networks.  

 
Table 1. Descriptive-Statistical characteristics related to quantitative and qualitative variables for three states 

including "all subjects", "normal subjects", and "patient subjects" 

Variable name  
Mean (standard deviation) 

of "All subjects" 

Mean (standard 

deviation) of 

"Normal subjects 

Mean (standard 

deviation) of "CAD 

Pationts 

Significance Level 

Age  57.79 (10.522) 55.6 (10.3) 60.1 (10.3) 0.016 

Body Mass Index  26.36 (4.1) 26.9 (3.9) 26.1 (10.3) 0.254 

Creatinine  0.91 (0.24) 0.84 (0.19) 0.94 (0.25) 0.016 

Cholesterol  193.27 (48.67) 19.04 (32.2) 194.5 (53.8) 0.644 

Tri-Glyceride  202.21 (104.05) 208.6 (107) 199.5 (102) 0.628 

Eject fraction  44.53 (9.98) 51.13 (7.9) 41.79 (9.5) 0.001 

 
Total frequency N=150 Freqency (%) 

Normal N=44 

Frequency (%) CAD 

Disease 

Significance Level 

Sex 
Male 67 10 (22.7) 57 (53.8) 0.001 

Female 83 34 (77.3) 49 (46.2)  

Smoking cigarette  29 3 (6.8) 26 (24.5) 0.006 

High blood pressure  76 23 (29.5) 53 (59.4) 0.001 

Diabetes  50 7 (15.9) 43 (45.8) 0.004 

Heart disease family 

background 
 38 8 (18.2) 30 (28.3) 0.194 

Heart attack 

background 
 21 1 (2.3) 20 (18.5) 0.008 

Exercise test result  117 15 (34.1) 102 (96.2) 0.001 

Echo result  76 14 (31.8) 62 (58.5) 0.003 

 
Table 2. Results of simulation on data set 

Data 

Performance indexes Prediction of the system designed Results of angiography 

Property Sensitivity Normal 
Coronary artery 

disease 
Normal 

Coronary artery 

disease 

1st Class 1 1 11 19 11 19 

2nd Class 0.909 1 10 20 11 19 

3rd Class 1 0.842 14 16 11 19 

4th Class 1 0.894 13 17 11 19 

5th Class 1 1 11 19 11 19 

 
Figure 2, indicates probabilistic neural network 

implemented in MATLAB software. 
 
Test Stage of Neural Network 
In this stage, 30 subjects which hadn’t been used 

in the training stage, were applied as vector in the 
probabilistic neural network implemented in the 
software and this test was repeated for five times. 

Table 2 indicates results of this simulation in the test 
stage of the network.  

As indicated in the table, of the 30 subjects used 
in the test stage, 11 subjects had normal 
angiography results and 19 subjects suffered from 
the disease. Artificial neural network, also in its 
best simulation (data of the first and fifth classes), 
diagnosed 11 subjects with normal result and 19 
subjects as patient and this shows that the network 
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has accurately classified healthy and patient 
subjects. For data of the second class, the artificial 
neural network diagnosed 10 subjects as normal and 
20 subject as patient. Meaning that the designed 
network has incorrectly diagnosed 4 healthy 
subjects as patients and also incorrectly diagnosed 
three patient subjects and healthy ones. In the data 
of the third and fourth classes, all healthy subjects 
were correctly diagnosed. However, in the third 
class data, 3 patients, and in the fourth class data, 2 
patients, were incorrectly diagnosed as healthy 
subjects. Generally, for investigating efficiency and 
success extent of classification and disease diagnosis 
systems, confusion matrix is used. Analyses of 
confusion matrix in classification and diagnosis of 
patients results in four states including True Positive 
(TP), True Negative (TN), False Positive (FP), and 
False Negative (FN). From results of confusion 
matrix, two characteristics of specificity and 
sensitivity are obtained which are used for analysis 
of performance of classification systems.  

 

Figure 1. Probabilistic neural network structure 
 
For set of the data used in this paper, sensitivity 

and specificity are given in table 3, so that in the 
best situation, these variables are equal to 1 and 1.  

Diagonal elements in this matrix indicate 
number of cases classified correctly. Non-diagonal 
elements are also elements that are not correctly 
classified. 

Implementation results are shown in table 3 by 
using tool box of neural network existing in the 
software for data of the first and fifth classes, and 
reaction of the probabilistic neural network 
implemented, has been analyzed by using confusion 
matrix.  

Figure 3 indicates dispersion matrix and various 
errors about implemented network in the best 
situation.  

80% of data indicated in this matrix is for 
training purpose which includes 119 subjects, 5% 
of data is used for validation which includes 8 
subjects, 10% of the data is for testing stage which 
includes 23 subjects, and then the general matrix is 
indicated for 150 subjects. 

 

 
 

Figure 2. Probabilistic neural network implemented 
in MATLAB software 

 

 
 

Figure 3. Confusion matrix related to 150 subjects 
 

The ROC curve drawn for the best situation of 
this implementation, indicates sensitivity extent 
against specificity in each of the stages. 

Figure 4 indicates ROC curve for 150 subjects, 
using probabilistic neural network (Figure 4). 

 

 
 

Figure 4. ROC curve for 150 subjects, using 
probabilistic neural network 
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Conclusion: 

Probabilistic neural network used in this paper 
can predict patients who don’t need angiography 
and treatments related to coronary artery disease 
with an appropriate accuracy. According to 
reference (5), the obtained result is consistent with 
other research in the world (12). 

Mr. Brat Mabli et al., published a paper with 
title of prediction of coronary artery stenosis by 
artificial neural network, which has the most 
consistency with our object of research (14). Data 
of this research registered from angiography of the 
patients include 14 input variables (age, sex, race, 
smoking cigarette, blood pressure, diabetes, body 
mass index) and some other risk factors, and the 
output variable was coronary artery stenosis or non-
stenosis. Results of this research which had used 
multilayer perceptron artificial neural network, in 
the best situation, had evaluated sensitivity as equal 
to 1, and specificity as equal to 0.47.  

Also a research conducted in Iran (5), with title 
of "application of neural network for evaluating 
coronary artery disease" which had used MLP 
artificial neural network with back-propagation 
algorithm with structure of NN (1), after 1500 
training courses, reported sensitivity and specificity 
as equal to 0.96 and 1, respectively.  

Implementation of this paper in using 
probabilistic neural network has indicated that this 
network can be created during one course, which is 
a very short period compared to 1500 training 
courses in a similar case mentioned in reference (5).  

In fact, implemented network in this paper, due 
to high speed and good extendibility is superior to 
back-propagation neural networks. Training 
required for this network is much different as faster 
than training algorithm required for artificial neural 
network with back-propagation algorithm. In this 
network, training process includes one stage and 
there is no iteration needed for adjustment of 
weights which is against back-propagation method 
which needs great number of iterations for 
adjustment of weights.  

After five times of simulation, results indicate 
that the network is designed in a manner that can 
indicate appropriate reaction to non-training data, in 
other words, the network has an appropriate 
generality.  

In this research, sensitivity and specificity 
parameters in the best situation by help of this 
network, were equal to 1 and 1, and it indicates that 
this network classifies the data with appropriate 
accuracy and can be an appropriate substitute for 
angiography. Of the reasons of high values of 
sensitivity and specificity in the present paper, we 
can mentioned normalization of input vector and 
appropriate selection of neural network for this 
purpose. This result is of a high importance since it 
prevents from probable side effects and damages of 
angiography for patients who don’t need it. Also it 
can determine the patients who really need 
immediate diagnosis treatments in the shortest time 
and with the highest accuracy. Furthermore, the 
implemented software, by using this simulation can 
be used for training physicians. In the future, some 
modifications can be applied in the implementation 
as follows. Since all related factors in mentioned in 
table 1 have equal importance (weight), they can be 
weighted so that more important factors have more 
weight and obtained results be considered. 
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